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“Six-digit ICT Disasters”

How to prevent them and avoid 6-zero business damages
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Software always caused terrible disasters …

In 1980, US NORAD fake missile attack …

1985-87, Therac-25 bombarded patients with potentially lethal doses 

of radiation…at least 3 deaths recognized, many named

Incorrect measurement scales:

US Mars Climate Orbiter crash in 1999$327,000,000

French Ariane rocket failure$5,000,000,000

Knight Trading update accesses dead code which makes 

$440,000,000 in bad trades in 30 minutes  bankruptcy

http://royal.pingdom.com/

“We are in the era of 9-digit defects, 

not bits and bytes, but dollars and 

euros. 

 Dr. Bill Curtis

CISQ, CAST
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… now they became «mass phenomena»

Causing damages for several hundreds of millions of € every year

all over the world

RBS outage — > £175,000,000 fines and damages

ObamaCare unavailability—national humiliation

Target records breach— >$200,000,000

UK Agricultural system abandoned after £154,000,000 investment

Also in Italy we had similar phenomena …
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Today’s Agenda

We’ll discuss how to prevent what Banca d’Italia defines as «low

frequency and high impact risks», and not simply react and try

to contain them.

We’ll ask ourselves questions like :

 Is this about quality or risk management?

 Are there methods and techniques able to prevent them?

 Which tools and processes should be adopted to monitor

risks like these?

 Do standards exist that can assist in creating a common risk 

culture and benchmark for our solutions and results?

We’ll hear a success case and we’ll open a debate on how each 

of us can contribute to reach «software risks at 6-SIGMA»
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